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a b s t r a c t 

Clothing has gradually become the beauty enhancing product, while the harmonious clothing matching is 

critical for a suitable outfit. The existing clothing matching techniques mainly rely on the visual features 

but overlook the textual metadata, which may be insufficient to comprehensively encode the fashion 

items. Nowadays, fashion experts are enabled to share their fashion tips by demonstrating their outfit 

compositions on the fashion-oriented online communities. Each outfit usually consists of several comple- 

mentary fashion items (e.g., a top, a bottom and a pair of shoes), which involves an image along with 

the textual metadata (e.g., the categories and titles). The rich fashion data provide us an opportunity for 

the clothing matching, especially the complementary fashion item matching. In this work, we propose 

a multiple autoencoder neural network based on the Bayesian Personalized Ranking, dubbed BPR-MAE. 

Seamlessly exploring the multi-modalities (i.e., the visual and textual modalities) of fashion items, this 

framework is able to not only comprehensively model the compatibility between fashion items (e.g., tops 

and bottoms, bottoms and shoes) but also fulfill the complementary fashion item matching among multi- 

ple fashion items. Experimental results on the real-world dataset FashionVC+ demonstrate the effective- 

ness of BPR-MAE, based on which we provide certain deep insights that can benefit the future research. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

According to the Kantar China Insights, 71% of consumers pur-

hased the apparel, while 51% of consumers purchased the shoes

n the 2017 Double 11 shopping carnival, 1 demonstrating the great

emand of people for clothes. As a matter of fact, apart from the

eeds of daily necessities, more and more people are pursuing to

ress up properly and in fashion. Due to that an outfit usually con-

ists of multiple complementary items (e.g., a top, a bottom, and a

air of shoes), the key to a suitable outfit is the harmonious cloth-

ng matching to a great extent. Nevertheless, not everyone has a

ood taste in the clothing matching. Many people find it difficult to

atch the complementary fashion items and make proper outfits,

acing the huge amount of fashion items. Consequently, it deserves

ur attention to develop an effective clothing matching scheme to

elp people figure out the suitable match for a given set of fashion
tems and make a harmonious outfit. 

∗ Corresponding author. 

E-mail addresses: liujinhuan.sdu@gmail.com (J. Liu), sxmustc@gmail.com (X. 

ong), chenzhumin@sdu.edu.cn (Z. Chen), majun@sdu.edu.cn (J. Ma). 
1 https://cn-en.kantar.com/consumer/shoppers/2017/2017- pre- singles- day/ . 
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In recent years, various fashion-oriented online communities

e.g., Polyvore 2 and Chictopic 3 ) have came into vogue. In compari-

on with the common shopping websites (e.g., eBay, 4 Amazon 

5 and

mall 6 ), these fashion sharing websites encourage fashion experts

o create outfits, as shown in Fig. 1 . Take the Polyvore as an exam-

le. Polyvore possesses more than two million products, and there

re three million outfits created per month. Moreover, the fash-

on items on Polyvore not only have the visual images with clean

ackground but also the rich textual metadata, such as the cate-

ories and titles. The tremendous volume of fashion outfits natu-

ally make Polyvore a good venue for us to investigate the fashion

ode of the clothing matching. 

In this work, we investigate a practical problem of the com-

lementary clothing matching. In fact, many research efforts have

een dedicated to the clothing matching, which can be roughly or-

anized into two groups: collaborative methods [1–3] and content-

ased methods [4–6] . The former one recommends fashion items

hat people with similar tastes and preferences liked based on
2 http://www.polyvore.com/ . 
3 http://www.chictopia.com/ . 
4 https://www.ebay.com/ . 
5 https://www.amazon.cn/ . 
6 https://www.tmall.com/ . 
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Fig. 1. (a) Outfit 1. (b) Outfit 2. (c) Outfit 3. Examples of outfit compositions. 

Fig. 2. (a) Biker Jacket. (b) Black Short with Lace Hem. Illustration of the impor- 

tance of the multi-modal data in clothing matching. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

c  

i  

s  

(  

c  

p  

t  

n  

i  

i  

c  

r  

o  

t  

f  

p  

s  

t  

m  

a  

a

 

 

 

 

 

 

 

their historical behaviors [7] , such as the users’ purchase behav-

iors [1] , users’ textual descriptions [2] and the behaviors of other

users [3] . Apparently, such methods inevitably suffer from the data

sparsity problem [8,9] . The latter one tackles the problem by mod-

eling the human preferences between fashion items based on their

visual compatibility [4–6] . Despite the great success achieved by

these efforts, most of them only leverage the visual modality of

fashion items. Nevertheless, it may be insufficient to comprehen-

sively model the compatibility between fashion items, as the tex-

tual modality can also contribute to the compatibility modeling. As

can be seen from Fig. 2 , the “Black Short with Lace Hem” seems to

be visually compatible with the “Biker Jacket”. Nevertheless, if we

further consider the textual metadata, we can conclude that the

lady short cannot go well with the jacket. As such, the compatibil-

ity measurement of fashion items can be benefited from exploiting

the multi-modal data. 

As a matter of fact, there are few multi-modal studies have

been committed to the research on clothing matching [10–12] . For

example, Song et al. [11] studies the compatibility modeling be-

tween two fashion items (e.g., a top and a bottom) with both

the visual and textual modalities, in the context of recommend-

ing bottoms for a given top. However, in most cases, one outfit

contains more than two items (e.g., a top, a bottom and a pair of

shoes), which makes their work less useful in practice. This pa-

per builds upon our previous work presented in [11] . We take one

step forward and propose a complementary fashion item matching

scheme, which is able to recommend the complementary fashion

items given a set of fashion items rather than a single item. As the

top, bottom and shoes are the most essential fashion categories, we

focus on answering the practical question of how to recommend a

pair of shoes for the given top and bottom to make a suitable out-

fit. However, the complementary clothing matching with multiple

fashion items is extremely challenging due to the following rea-

sons. 

a) In fact, different modalities can represent the same fashion

item from different perspectives, as the color and pattern
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas

matching, Neurocomputing, https://doi.org/10.1016/j.neucom.2019.05.08
features of an item can be easily encoded by the visual infor-

mation, while the functionality and material characters may

be better conveyed by the textual information. Hence, how

to mine the intrinsic relatedness between the textual and vi-

sual modalities is a big challenge. 

b) The compatibility among different fashion items (e.g., tops,

bottoms and shoes) can be rather complex, which is usu-

ally affected by many factors such as the color, shape and

functionality. Therefore, how to accurately measure the com-

patibility among complementary fashion items is a difficult

challenge. 

c) According to our preliminary study based on the dataset

crawled from the polyvore, only 1183 (7.96%) of the 14,870

tops and 1328 (9.72%) of the 13,662 bottoms have been

matched by fashion experts with more than two pairs of

shoes, respectively, as shown in Fig. 3 . Accordingly, the

last challenge lies in the sparse relationship among fashion

items. 

To address the above challenges, we propose a multiple autoen-

oder neural network based on the Bayesian Personalized Rank-

ng, dubbed BPR-MAE. Fig. 4 shows the the proposed BPR-MAE

cheme in the context of the complementary clothing matching

i.e., matching a pair of shoes for the given top and bottom). To

omprehensively model the compatibility among fashion items, the

roposed framework exploits both the visual and textual modali-

ies of fashion items. We employ the pretrained deep convolutional

eural networks and the bag-of-words scheme to encode the visual

mages and the textual metadata, respectively. Furthermore, taking

nto account the factors affecting the compatibility among items

an be rather complicated, we use the multiple autoencoder neu-

al network to learn the latent compatibility space. Meanwhile, in

rder to make the utmost of the implicit feedback pertaining to

he compatibility among fashion items, we further adopt the BPR

ramework to explore the matching preferences among the com-

lementary fashion items (i.e., the tops, bottoms and shoes). In a

ense, the proposed scheme is devised to unify the complemen-

ary fashion items by learning the latent compatibility space. Ulti-

ately, we present a content-based BPR-MAE framework, which is

ble to jointly model the implicit preferences among fashion items

nd the relationship between different modalities of them. 

Our contributions can be summarized in three-folds. 

a) We present a multiple autoencoder neural network, which

is able to not only model the compatibility between fash-

ion items, but also accomplish the complementary clothing

matching by seamlessly exploring the multi-modalities (i.e.,

the visual and textual modalities) of fashion items. 

b) We propose a content-based neural scheme (BPR-MAE)

based on the BPR framework, which aims to learn the la-

tent compatibility space and bridge the semantic gap among

fashion items from heterogeneous spaces. 
hion experts: I know how to make the complementary clothing 
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Fig. 3. Distribution of tops and bottoms with respect to the number of paired shoes in our dataset. The Y-axis adopts the logarithmic scale. 

Fig. 4. Illustration of the proposed BPR-MAE scheme, without loss of generality, devised to match the suitable shoes for a given top and bottom. “ > ” represents the category 
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c) We construct the fashion dataset FashionVC+ , consisting of

both the visual and textual metadata of fashion items (i.e.,

the tops, bottoms and shoes) on Polyvore. We have released

our code and parameters 7 to facilitate other researchers to

repeat our work and verify their ideas. 

The rest of the paper is organized as follows. Section 2 briefly

eviews the related work. In Section 3 , we present the BPR-MAE

ramework. We then introduce the dataset construction, observa-

ion and feature extraction in Section 4 . The experimental results

nd analyses are given in Section 5 , followed by the conclusion and

uture work in Section 6 . 
7 http://bpr _ mae.bitcron.com/ . 
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. Related work 

.1. Fashion analyses 

Fashion analysis has received extensive research interests in the

omputer vision and multimedia communities. Previous research

orks mainly focus on the clothing recognition [13,14] , clothing

etrieval [15–17] , clothing recommendation [5,6,18] , compatibility

odeling [19] and fashionability prediction [12,20] . For example,

hen et al. [2] introduced a scenario-oriented fashion recommen-

ation system which is devised to recommend outfits simply based

n the attributes of the fashion items (e.g., brand, type and mate-

ial). Obviously, here the high-level visual features of fashion items

re not considered. Later, Jagadeesh et al. [21] harnessed both the

isual contents of street fashion items and their annotations to rec-

mmend tops for a given bottom. Similarly, Liu et al. [4] integrated
hion experts: I know how to make the complementary clothing 
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visual features and attributes to realize the occasion-oriented

outfit and item recommendation by employing a latent Support

Vector Machine (SVM) [22] framework, where the dataset is

annotated manually. In fact, the annotation for the dataset can

be rather intractable. Therefore, some efforts began to seek other

sources to harvest rich data more effectively. For example, Zhang

et al. [18] studied the correlation between clothing and locations

by employing the fine-grained fashion items which are collected

from several travel websites. Moreover, Hu et al. [6] presented

a functional tensor factorization strategy for the personalized

outfit recommendation with a dataset of fashion items with clean

background crawled from Polyvore. McAuley et al. [5] introduced a

scalable matrix factorization strategy for clothes recommendation

by uncovering human notions of the visual relationships based on

the Amazon clean background images. Despite the great success

achieved by these works, existing efforts mainly focus on the vi-

sual features but overlook the textual modality. Towards this end,

Li et al. [12] presented a multi-modal end-to-end deep learning

framework to predict the set popularity. Different from previous

works, we attempt to seamlessly exploit the multiple modalities of

fashion items for the compatibility modeling between the fashion

items and the complementary fashion item matching. 

2.2. Representation learning 

As an important research point of machine learning, represen-

tation learning aims to learn more effective representations for

data. Compared to the hand-designed representations, represen-

tation learning effectively improves the performance of machine

learning tasks [23–25] . Particularly, with the advanced develop-

ment of deep neural networks, a number of deep models are pro-

posed to tackle the representation learning problems, such as deep

boltzmann machine (DBM) [26,27] , deep belief networks (DBN)

[28,29] , autoencoders (AE) [30,31] and convolutional neural net-

works (CNN) [32,33] . Want et al. [34] utilized the deep AE to ob-

tain the highly non-linear network, where the accurate network

embedding is learned. Due to the increasingly complex data and

tasks, multi-model representation learning has received extensive

research interests. For example, Ngiam et al. [30] presented the

multi-modal deep AE to learn the shared representation for speech

and visual inputs for speech recognition. Furthermore, Wang et al.

[35] proposed a multi-modal deep model to learn an image-text

representation for cross-modality retrieval. Despite the represen-

tation learning has been successfully applied for the multilingual

classification [36] , cross modality retrieval [37] and object recogni-

tion [38] , there are limited effort s f or the fashion analysis commu-

nity. Accordingly, the major motivation of our work is to integrate

the representation learning effectively. 

3. Complementary clothing matching 

3.1. Notation 

Formally, we declare some notations used in this paper. Let

bold capital letters (e.g., X ) represent the matrices, bold lowercase

letters (e.g., x ) stand for the vectors and non-bold letters (e.g., x )

denote scalars. In addition, we employ Greek letters (e.g., β) to

denote parameters and all vectors are in column forms without

clarification. The Frobenius norm of matrix A and the Euclidean

norm of vector x are represented by 
∥∥A 

∥∥
F 

and 

∥∥x 
∥∥

2 
, respectively. 

3.2. Problem formulation 

We aim to propose a complementary fashion item matching

scheme, which is able to recommend the complementary fashion

items (e.g., a pair of shoes) for a given set of fashion items (e.g., a
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas

matching, Neurocomputing, https://doi.org/10.1016/j.neucom.2019.05.08
op and a bottom). In fact, the task posed here primarily requires

s to model the compatibility between a pair of complementary

ashion items. For simplicity, we first describe the compatibility

odeling between bottoms and shoes, based on which we then

resent the complementary fashion item matching scheme in the

ontext of recommending the compatible shoes for the given top

nd bottom. 

Let T = { t 1 , t 2 , . . . , t N t } , B = { b 1 , b 2 , . . . , b N b } and S = { s 1 , s 2 , . . . ,
 N s } denote the set of tops, bottoms and shoes, where N t , N b 

nd N s refers to the number of the corresponding fashion items,

espectively. For each fashion item x i , which can be a top, a

ottom and a pair of shoes, we denote its visual feature by

 i ∈ R 

D v and textual feature as c i ∈ R 

D c , where D v and D c stand

or the feature dimensions of the respective modality. Let P 

o =
 (t i 1 , b j 1 , s k 1 ) , (t i 2 , b j 2 , s k 2 ) , . . . , (t i M , b j M , s k M ) } stands for the posi-

ive top-bottom-shoes sets obtained from the online outfit com-

osition community—Polyvore, where M is the total number of

he positive sets. Accordingly, we can derive a positive shoes set

 

+ 
i j 

:= { s k ∈ S| (t i , b j , s k ) ∈ P 

o } for the given top t i and bottom b j . 

Given the top t i and bottom b j , our goal is to recommend the

ppropriate shoes s k to make proper outfits. In particular, we gen-

rate a ranking list of s k for t i and b j by measuring the compati-

ility m ijk among t i , b j and s k . Towards this end, we use m ik and

 jk to represent the compatibility between top t i and shoes s k and

hat between bottom b j and shoes s k , respectively. 

.3. Compatibility modeling between fashion items 

Formally, we first present the compatibility modeling between

he bottom and shoes. Obviously, measuring the compatibility be-

ween the bottom and shoes directly from their heterogenous

paces is not advisable as the semantic gap. Therefore, it is natural

o assume that there exists a latent compatibility space, which can

ridge the semantic gap between the heterogenous fashion items.

n a sense, highly compatible fashion items should possess large

imilarity in the latent compatible space, as they may share similar

olor, style or material. Considering that the compatibility factors

an be rather complicated, we employ the neural networks, espe-

ially the deep AE, to learn the latent representation of the visual

nd textual modalities. Deep AE has been proven to be effective in

he latent space learning [34] . 

As an unsupervised manner, AE consists of two components:

he encoder and the decoder. The encoder maps the input data

o the latent representation space, while the decoder maps the la-

ent representation space to the reconstruction space. Both the en-

oder and decoder are implemented based on the multiple non-

inear functions. Given the input x , the hidden representation of

ach layer can be calculated as follows: 

h 1 = s (W 1 x + b 1 ) , 

h k = s (W k h k −1 + b k ) , k = 2 , . . . , K, (1)

here h k denotes the hidden representation of the k th layer, W k 

nd b k are the matrices of weights and biases, respectively. s : R �→
 is a non-linear activation function and we use the sigmoid func-

ion s (x ) = 

1 
1+ e −x in this paper. Suppose the encoder has K layers,

nd the output of the K th layer hence can be regarded as the latent

epresentation 

˜ x = h K ∈ R 

L , where L represents the dimensionality

f the latent representation. 

Then the decoder computes inversely from the latent represen-

ation 

˜ x to the reconstructed representation 

ˆ x . Analogously, we use

ˆ  x and ˆ c x to represent the reconstructed visual and textual rep-

esentation of v x and c x , respectively. The reconstruction error is

efined as follows: 

(x ) = l( v x ) + l( c x ) = 

1 

∥∥ˆ v x − v x 
∥∥2 

2 
+ 

1 

∥∥ˆ c x − c x 
∥∥2 

2 
. (2)
hion experts: I know how to make the complementary clothing 
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l  

t  
Moreover, to fully measure the compatibility between fashion

tems, we seamlessly explore both the visual and textual modali-

ies. We thus use the visual and textual features of bottoms and

hoes as input to deep AE A 

b 
v , A 

b 
c , A 

s 
v and A 

s 
c , respectively. The su-

erscripts b and s stand for the bottom and shoes, while the sub-

cripts v and c refer to the visual and textual features of each fash-

on item, respectively. Then the decoder computes inversely from

he latent representation 

˜ v b 
j 
, ˜ c b 

j 
, ˜ v s 

k 
, ˜ c s 

k 
of bottom b j and shoes s k to

he reconstructed representation 

ˆ v b 
j 
, ˆ c b 

j 
, ˆ v s 

k 
, ˆ c s 

k 
, respectively. Based

n such latent visual and textual representations, we calculate the

ompatibility between bottom b j and shoes s k as follows: 

 jk = (1 − β)( ̃ v b j ) 
T ˜ v s k + β( ̃ c b j ) 

T ˜ c s k , (3) 

here β is a non-negative trade-off parameter. 

In reality, different modalities (e.g., the visual and textual

odalities) can coherently characterize the same fashion item.

herefore, we define the l mod ( x i ) to express the consistency be-

ween the visual latent representation 

˜ v i and textual latent rep-

esentation 

˜ c i of the same fashion item x i as follows: 

 mod (x i ) = −ln (σ ( ̃ v T i ˜ c i )) , (4) 

here σ denotes the sigmoid function. 

In a sense, it is easy to derive the positive bottom-shoes pairs

rom the outfits composed by fashion experts. Namely, we can

erive P = { (b j 1 , s k 1 ) , (b j 2 , s k 2 ) , . . . , (b j N , s k N ) } from the P 

o as the

ositive bottom-shoes pairs, where N represents the number of

ositive matching pairs. Hence, for each bottom b j , there is a posi-

ive shoes set S + 
j 

:= { s k ∈ S| (b j , s k ) ∈ P} . In terms of the other un-

bserved pairs, they may imply the incompatibility or the poten-

ial positive pairs (i.e., bottom-shoes pairs that may be matched by

xperts in the future). Therefore, to fully tap the compatibility be-

ween bottoms and shoes, we adopt the BPR framework and we

ssume that the shoes from the positive set S + 
j 

are better matched

o bottom b j than those of unobserved neutral shoes. According to

he BPR, we build the training set as follows: 

 S := { ( j, k + , k −) | b j ∈ B, s k + ∈ S + 
j 

∧ s k − ∈ S \S + 
j 
} , (5) 

here the triplet ( j, k + , k −) indicates that shoes s k + is more com-

atible than shoes s k − with bottom b j . Then according to [39] , the

PR model can be defined as follows: 

 bpr = 

∑ 

( j,k + ,k −) ∈D S 
−ln (σ (m jk + − m jk − )) . (6) 

oreover, according to Eq. (4) , we have: 

 mod = 

∑ 

( j, k + , k −) ∈D S 
(l mod (b j ) + l mod (s k + ) + l mod (s k − )) . (7) 

n the basis of Eq. (2) , we define the reconstruction error as fol-

ows: 

 rec = 

∑ 

( j, k + , k −) ∈D S 
(l(b j ) + l(s k + ) + l(s k − )) . (8) 

ith these notations, the following loss function is minimized to

rain the BPR-MAE network, 

 = L bpr + γL mod + μL rec + 

λ

2 

∥∥�
∥∥2 

, (9) 

here � refers to the weights W and bias b of BPR-MAE network.

he hyperparameters γ , μ, λ control the strength of reconstruction

rror L rec , modal loss L mod and regularization term, respectively.

oreover, the regularization term is L 2 norm to prevent overfitting.

.4. Complementary fashion item matching 

Based on the above compatibility formula modeling, by now, we

ave described the compatibility modeling between fashion items,
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas

matching, Neurocomputing, https://doi.org/10.1016/j.neucom.2019.05.08
nd we thus can proceed to introduce the formulation towards the

omplementary fashion item matching. In particular, we aim to

ackle the practical problem of recommending suitable shoes for

he given top and bottom. Similarly, we use ˜ V 

t = [ ̃ v t 
1 
, ̃  v t 

2 
, . . . , ̃  v t 

N t 
] ,

˜ 
 

t = [ ̃ c t 
1 
, ̃  c t 

2 
, . . . , ̃  c t 

N t 
] to represent the latent visual and textual rep-

esentation of all tops. Thus, we use ˆ v t 
i 
, ˆ c t 

i 
to denote the recon-

tructed representation of the latent representation v t 
i 
, c t 

i 
for top

 i , respectively. Given the top t i and bottom b j , our goal is to rec-

mmend appropriate shoes s k to make a proper outfit. In fact, the

ompatibility among multiple fashion items is more complicated

han that between two items. Fig. 5 illustrates the compatibility

mong the top, bottom and shoes. As can be seen, the top “Fringe

lanket Cardigan” seems to be compatible with the pair of shoes

Knee High Boots”. However, if we further consider the bottom

Scalloped Maxi Skirt”, we can find that the pair of shoes “Knee

igh Boots” cannot go well with both the given top and bottom.

ccordingly, we calculate the compatibility m ijk among top t i , bot-

om b j and shoes s k as follows: 

 i jk = m ik + m jk , (10) 

here m ik and m jk can be derived from Eq. (3) . Here, we assume

hat the given top and bottom would contribute equally regarding

he compatibility measurement. Furthermore, we assume that the

airs of shoes from the positive set S + 
i j 

are more favorable to the

iven top t i and bottom b j than those of unobserved neutral shoes.

e then have the following objective function: 

 

o 
bpr = 

∑ 

(i, j,k + ,k −) ∈ ̂ D S 
−ln (σ (m i jk + − m i jk − )) , (11) 

here ˆ D S is the training set constructed as follows: 

ˆ 
 S := { (i, j, k + , k −) | (t i , b j ) ∈ P 

o , s k + ∈ S + 
i j 

∧ s k − ∈ S \S + 
i j 
} , (12) 

here the quadruple (i, j, k + , k −) indicates that shoes s k + is more

ompatible than shoes s k − with the top and bottom pair ( t i , b j ). In

ddition, we have: 

 

o 
mod = 

∑ 

(i, j, k + , k −) ∈ ̂ D S 
(l mod (t i ) + l mod (b j ) + l mod (s k + ) + l mod (s k − )) . 

(13) 

According to Eq. (2) , we have: 

 

o 
rec = 

∑ 

(i, j, k + , k −) ∈ ̂ D S 
(l(t i ) + l(b j ) + l(s k + ) + l(s k − )) . (14) 

he training of the BPR-MAE network is optimized to minimized

he following loss function, 

 

o = L 

o 
bpr + γL 

o 
mod + μL 

o 
rec + 

λ

2 

∥∥�o 
∥∥2 

, (15) 

here �o refers to the weights W and bias b between the layers

f BPR-MAE framework. The hyperparameters γ , μ, λ control the

trength of reconstruction error L 

o 
rec , modal loss L 

o 
mod 

and regu-

arization term, respectively. The regularization term is L 2 norm to

revent overfitting. 

. Dataset and features 

.1. Dataset 

We employ the rich fashion outfit data on Polyvore and con-

truct our own fashion dataset FashionVC+ to evaluate the com-

atibility fashion item matching. Firstly, a set of popular fashion

utfits are collected from Polyvore, based on which we derived

48 fashion experts. Then, the historical outfits are further col-

ected. Since this work aims to recommend the shoes for the given

op and bottom, we only retain the outfits that contain at least
hion experts: I know how to make the complementary clothing 
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Fig. 5. (a) Fringe Blanket Cardigan. (b) Scalloped Maxi Skirt. (c) Knee High Boots. Illustration of compatibility among the top, bottom and shoes. 

Fig. 6. (a) The bottom and shoes categories. (b) The top and bottom categories. Illustration of the most popular matching pairs between different categories. 

Table 1 

Examples of fashion items in our dataset. 

Id 1 2 3 

Image 

Title Off The Shoulder Ruffled Blouse Plaid Ruffled Mini Skirt Brown Pointed Toe Single Strap Over 

Ladies Heels 

Category Women’s Fashion > Clothing > Skirts > 

Mini Skirts 

Women’s Fashion > Clothing > Tops > 

Blouses 

Women’s Fashion > Shoes > Pumps 
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8 Here, we only consider the category at the finest granularity for each item. 
a top, a bottom and a pair of shoes and take them as a positive

example. Moreover, we set a threshold z = 50 regarding the num-

ber of “likes” for each outfit to ensure the quality of the positive

fashion sets, due to the consideration that certain improper outfits

can be accidentally created by users on Polyvore. Finally, we obtain

20,726 outfits with 14,870 tops, 13,662 bottoms and 14,093 pairs of

shoes, respectively. In particular, the visual image, categories and

title descriptions are collected for each fashion item. ExpFashion

[40] dataset is crawled from the Polyvore website, which consists

of 893991 outfits with 16 86 82 tops and 117668 bottoms. Due to

each outfit in ExpFashion dataset contains only a top and a bot-

tom, we only carried out experiments on the compatibility model-

ing between tops and bottoms. 

4.2. Data observation 

Table 1 shows several examples of fashion items in our dataset.

As can be seen, the images with clean background depict the fash-

ion items intuitively, while the textual metadata in short-length
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas

matching, Neurocomputing, https://doi.org/10.1016/j.neucom.2019.05.08
oncisely summarize the key features of the fashion items. Accord-

ngly, the coherent relationship between the textual metadata and

he images propels us to explore the visual and textual modalities.

We further explore the validity of the textual information and

llustrate the most popular matching pairs between the bottom

nd shoes categories 8 in our dataset. As shown in Fig. 6 ( a ), we

se the light blue and the dark blue circles to represent the bot-

om and shoes categories, respectively. The area of the circles is

roportional to the number of fashion items with the correspond-

ng categories. Furthermore, the width of the lines reflects the co-

ccurrence frequency between the different categories. As can be

een, ankle booties, sneakers, sandals, pumps, knee length skirts

nd skinny jeans seem to be the most compatible items, as they

re all matched with various other categories of items. For exam-

le, it seems that knee length skirts go better with pumps while

nkle booties match more with skinny jeans. 
hion experts: I know how to make the complementary clothing 

1 

https://doi.org/10.1016/j.neucom.2019.05.081


J. Liu, X. Song and Z. Chen et al. / Neurocomputing xxx (xxxx) xxx 7 

ARTICLE IN PRESS 

JID: NEUCOM [m5G; June 11, 2019;21:40 ] 

 

t  

t  

W  

t  

m  

c  

m

 

e

4

 

b  

t  

[  

H  

s  

A  

I  

l  

a  

I  

v

 

w  

o  

s  

c  

s  

a  

a  

a  

o  

F  

t  

e

5

 

v  

b  

t  

s  

i

5

 

i  

o  

b  

d  

s  

t  

T  

T  

(  

 

s  

a  

fi

A

w  

f

E

 

i  

b  

g  

o

A

w  

(

E

 

M  

w  

l

M

w  

f  

r  

p

 

g  

o  

p  

e  

f  

{  

1  

1

p  

t  

e

5

 

c  

w  

m

5

 

m  

b  

t

 

s

 

p  

o

 

t  

fi  

t

m

We also show the most popular matching pairs between the

op and bottom categories in Fig. 6 ( b ). The light blue represents

he top categories, while the dark blue stands for the bottoms.

e can see that the sweaters, T-shirts and knee length skirts are

he most compatible items, as they can be matched with comple-

entary items of various categories. Interestingly, we find that the

oats match better with the day dresses while the sweaters match

ore with the knee-length skirts. 

All of the above observations imply the textual metadata of

ach fashion item can contribute to the clothing matching. 

.3. Feature extraction 

Visual modality : The advanced deep CNN feature which has

een proven to be more discriminative than the traditional fea-

ure extraction methods (e.g., Speeded-Up Robust Features (SURF)

41] , Scale Invariant Feature Transform (SIFT) [42] and Pyramid

istogram of Oriented Gradients (PHOG) [43] ) for image repre-

entation learning [44–47] is utilized. Particularly, the pre-trained

lexnet model provided by the Caffe package [48] is employed.

t consists of 5 convolutional layers followed by 3 fully-connected

ayers. The images of the fashion items are fed into the CNN model,

nd the output of the ‘fc7’ layer is regarded as the visual feature.

n this way, the visual modality can be represented by a 4096-D

ector for each fashion item. 

Textual modality : In our dataset, each fashion item is associated

ith a textual title and several categories. Due to the short length

f such textual information, we employ the bag-of-words (BOW)

cheme [49] that has been proven to be capable of effectively en-

oding the textual metadata [50] . Firstly, a style vocabulary is con-

tructed, which consists of representative categories and the words

ppeared in the titles of fashion items. Due to that user gener-

ted titles and categories can be inevitably noisy, the categories

nd words that appeared in less than 5 fashion items are filtered

ut. Moreover, the words with less than 3 characters are removed.

inally, a vocabulary with 3345 phrases is obtained. In this way,

he textual modality is compiled with a 3,345-D boolean vector for

ach fashion item. 

. Experiments 

In this section, we introduce the experimental settings and pro-

ide the experimental results regarding the compatibility modeling

etween fashion items (i.e., bottoms and shoes, tops and bottoms),

he complementary fashion item matching (i.e., matching a pair of

hoes for the given top and bottom) and the complementary fash-

on item retrieval. 

.1. Experimental settings 

Regarding the compatibility modeling between the fashion

tems, for simplicity, we only introduce the experimental setting

f that between the bottoms and shoes, where the settings of that

etween the tops and bottoms can be derived analogously. We ran-

omly split the set of the positive bottom-shoes pairs P into three

ubsets: 80% for the training, 10% for the validation and 10% for the

esting, which are denoted as P train , P v alid and P test , respectively.

hen according to Eq. (5) , we can generate the triplet set T S train 
,

 S v alid 
and T S test 

. Furthermore, for each positive bottom-shoes pair

 b j , s k + ), we randomly sample M shoes s k − to construct M triplets

( j, k + , k −) , where M is set to 3 and s k − / ∈ S + 
j 

. Pertaining to the

election of hyperparameters and the performance comparison, we

dopt the Area Under the ROC curve (AUC) [51,52] , which is de-

ned as follows: 
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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UC = 

1 

|B| 
∑ 

( j) 

1 

| E( j) | 
∑ 

( k + , k −) ∈ E( j) 

δ(m j k + > m j k − ) , (16) 

here δ( · ) is the indicator function and the set of evaluation pairs

or each bottom b j is defined as follows: 

( j) := { ( k + , k −) | ( j, k + ) ∈ P test ∧ ( j, k −) / ∈ P} . (17) 

In fact, the experimental settings of the complementary fashion

tem matching shares the same manner with that of the compati-

ility modeling between fashion items. In particular, we adaptively

enerate the quadruple sets P 

o 
S train 

, P 

o 
S v alid 

and P 

o 
S test 

with a given set

f fashion items (i.e., a top and a bottom). Ultimately, we define: 

UC o = 

1 

|P 

o | 
∑ 

(i, j) 

1 

| E(i, j) | 
∑ 

( k + , k −) ∈ E(i, j) 

δ(m i j k + > m i j k − ) , (18) 

here the set of evaluation pairs for each top and bottom pair

 t i , b j ) is constructed as: 

(i, j) := { ( k + , k −) | (i, j, k + ) ∈ P 

o 
test ∧ (i, j, k −) / ∈ P 

o } . (19) 

Taking the complementary fashion item retrieval, we employ

ean Reciprocal Rank (MRR) to evaluate the retrieval performance,

hich is widely used in retrieval systems. The MRR can be calcu-

ated as follows: 

RR = 

1 

|P 

o | 
|P o | ∑ 

i =1 

1 

R i 

, (20) 

here P 

o refers to the positive top-bottom-shoes sets obtained

rom the online outfit composition community Polyvore. | R i | is the

anking position of the positive pair of shoes for the i th top-bottom

air. 

To optimize the objective function, we adopt the stochastic

radient descent (SGD) [53] , which has proven to be effective

n optimizing neural network models [54,55] . To improve the

erformance, we set the momentum factor as 0.9. In addition, we

mploy the grid search strategy to determine the optimal values

or the hyper parameters (i.e., μ, γ , λ) with the values of { 10 r | r ∈
−5 , . . . , −1 }} . Moreover, we search the mini-batch size in [32, 64,

28, 256, 512, 1024], the number of hidden units in [128, 256, 512,

024], the learning rate η in [0.001, 0.01, 0.1] and the trade-off

arameter β from 0 to 1 with the increment of 0.1. We fine-tuned

he model based on the training set and validation set for 30

pochs, and reported the experimental results on the testing set. 

.2. Compatibility modeling between bottoms and shoes 

We first evaluate the BPR-MAE framework in the context of the

ompatibility modeling between bottoms and shoes. In particular,

e comprehensively evaluate the BPR-MAE framework on different

odels, different modalities and different components. 

.2.1. On different models 

The sparse relationship among the fashion items in our dataset

akes the methods based on matrix factorization [8,9] not applica-

le. In this paper, we employ the following content-based methods

o validate the BPR-MAE model. 

RAND : We randomly assign the value of m jk + and m jk − to mea-

ure the compatibility between bottoms and shoes. 

POP : We use the “popularity” of the shoes s k to denote its com-

atibility with the bottom b j . The “popularity” refers to the number

f bottoms that have been paired with the shoes. 

RAW : We directly measure the compatibility score m jk based on

he similarity between their raw features. The raw features are de-

ned as v b 
j 
, c b 

j 
, v s 

k 
, c s 

k 
, where v and c denotes the raw visual and

extual features of bottom b j and shoes s k . We thus have: 

 jk = (v b j ) 
T v s k + β(c b j ) 

T c s k . (21) 
hion experts: I know how to make the complementary clothing 

1 

https://doi.org/10.1016/j.neucom.2019.05.081


8 J. Liu, X. Song and Z. Chen et al. / Neurocomputing xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: NEUCOM [m5G; June 11, 2019;21:40 ] 

Table 2 

Performance comparison 

of the compatibility mod- 

eling between bottoms 

and shoes on different 

approaches. 

Approaches AUC 

RAND 0.5073 

POP 0.5793 

RAW 0.5899 

IBR 0.7184 

ExIBR 0.7617 

BPR-MAE 0.8377 

Table 3 

Examples of the five most popular fashion items. 

Rank 1 2 3 4 5 

Top 

Bottom 

Shoes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Performance of the proposed models on different bottom categories. “All”

refers to the whole testing set. 
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IBR : We utilize the image-based recommendation method pre-

sented in [5] , which models the relationships of their visual ap-

pearance between objects. This baseline only considers the visual

information and learns the visual style space, in which the related

objects are retrieved by the nearest-neighbor search. Nevertheless,

this work learns the latent space via the simple linear transforma-

tion and independently explores the positive and negative samples.

ExIBR : We extend the IBR to deal with both the visual and tex-

tual metadata of fashion items, where we calculate the distance

between the bottom b j and the shoes s k in [5] as follows: 

d jk = 

∥∥(v b 
j 
− v k s ) Y v 

∥∥2 

2 
+ η

∥∥(c b 
j 
− c s 

k 
) Y c 

∥∥2 

2 
, (22)

where Y v ∈ R 

D v ×K ′ and Y c ∈ R 

D c ×K ′ refer to the projection matrices

of the visual and textual modalities, respectively. K 

′ represents the

dimension of the style space and η denotes the trade-off parameter

from 0 to 1 with the increment of 0.1. 

Table 2 shows the performance comparison in terms of the AUC

among different approaches. From this table, we have the following

observations: 

a) As expected, RAND is the worst, achieving an AUC score

around 0.5. Hence, it is not desirable to adopt the random

matching strategy. 

b) Although POP outperforms RAND , it still performs worse

than the other methods. We thus further check the pop-

ular fashion items in our dataset. Table 3 shows the five

most popular tops, bottoms and shoes in our dataset. As can

be seen from the last two rows that the popular bottoms

and shoes are all in basic styles and can match well with

many other fashion items, such as the jeans, pumps and an-

kle booties. Meanwhile, it is easy to find the bias of POP .

For example, most of the popular shoes are pumps and an-

kle booties, while they are not suitable for the formal and

sport tops. Accordingly, it is not reasonable to adopt the

popularity-based matching strategy. 

c) ExIBR and BPR-MAE are superior to the visual-based base-

line IBR , which implies that the compatibility modeling does

can be benefited from exploiting the textual modality. 
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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d) BPR-MAE performs better than ExIBR . This maybe due to

the fact that the highly complex compatibility space can

be better characterized by the AE neural networks than the

simple linear transformation. 

.2.2. On different modalities 

To verify the importance of the multi-modal information, we

onduct comparative experiments on different modality combina-

ions. In particular, we adapt our model as BPR-MAE-V and BPR-

AE-C to handle the visual and textual modalities of fashion items

espectively, by removing the other unnecessary AE network and

he L mod regularizer. Fig. 7 shows the performance of different

odality combinations with respect to the AUC. To obtain more in-

ights in detail, in addition to the overall comparative assessment,

e further test the performance of our model on the seven most

opular bottom categories. From Fig. 7 , we can observe that: 

a) BPR-MAE shows superiority to the BPR-MAE-V and BPR-

MAE-C , which indicates that both the visual and textual

modalities contribute to the compatibility measurement be-

tween bottoms and shoes. 

b) BPR-MAE-V is more effective than BPR-MAE-C . This may be

on account of the fact that the visual signals capture more

comprehensive and intuitive views of fashion items as com-

pared to the textual signals. 

c) Textual information significantly improves the performance

of the bottom category “Short”. This maybe due to that the

common color and pattern factors of the shorts are eas-

ily obtained from the visual images, while the other fac-

tors such as the material (e.g., lace, chiffon, satin drill) and

type (e.g., A-line, falbala, Ragged) factors can be easy-learned

from the textual information. 

To intuitively illustrate the impact of the textual informa-

ion, we show the result comparison between BPR-MAE and

PR-MAE-V in Table 4 . We can see that the textual metadata

orks better when the given positive shoes s k + and the negative

hoes s k − share similar visual signals (e.g., the color and pattern),

here visual signals may not be sufficient to distinguish the com-

atibility between fashion items. Meanwhile, the textual informa-

ion may also cause some failures due to the category matching

ias, especially when the visual signals of the bottom candidates

re significantly different. For example, it is fashionable to match

he knee-length skirts with pumps and the skinny jeans with an-

le booties according to the textual statistics of our dataset. This

ay be the reason that lead to the failed testing triplet in the right

ost column. 
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Table 4 

Illustration of the comparison between BPR-MAE and BPR-MAE-V on testing triples of the compatibility modeling between bottoms and shoes. Due to the limited space, 

we only list the key phrases of items’ textual metadata. 

BPR-MAE 
√ 

BPR-MAE-V × BPR-MAE × BPR-MAE-V 
√ 

b j s k + s k − b j s k + s k − b j s k + s k −

Knee-length Skirts Pointy Toe Pumps Suede Sandals Ladies Jeans Canvas Sneakers Black Open Toe Sandals Knee-length Skirts Simmons Pumps Lace-up Sneakers 

Loose Jeans Ankle Booties Sandals Mini Skirts Ankle Booties White Sneakers Cartoon Jeans Espadrille Sandals High Top Sneakers 

Table 5 

Performance comparison of the 

compatibility modeling between 

bottoms and shoes on different 

components. 

Approaches AUC 

BPR-MAE 0.8377 

BPR-MAE-Nomod 0.8132 

BPR-MAE-Norec 0.7651 

BPR-MAE-No 0.7607 
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Table 6 

Performance comparison of the compatibility 

modeling between tops and bottoms on Fash- 

ionVC+ and ExpFashion datasets with different 

approaches. 

Approaches FashionVC + ExpFashion 

POP 0.4206 0.4975 

RAND 0.5094 0.5392 

RAW 0.5494 0.5916 

IBR 0.6075 0.6845 

ExIBR 0.7033 0.7394 

BPR-MAE 0.7616 0.7968 

5

 

i  

i  

e  

d

5

 

d  

a

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tween the tops and bottoms more difficult. 
.2.3. On different components 

To verify the importance of each component for the compati-

ility modeling between the bottoms and shoes, we compared our

roposed model with the following methods. 

BPR-MAE-Nomod : To check the modality component that con-

rols the consistency between latent representations of different

odalities, we removed the L mod by setting γ = 0 . 

BPR-MAE-Norec : To check the component that regularizes the

econstruction error, we removed L rec by setting μ = 0 . 

BPR-MAE-No : We removed both the reconstruction and modal-

ty regularizers by setting μ = 0 and γ = 0 . 

Table 5 shows the performance comparison among different

omponents of our model, in which we can observe as follows: 

a) BPR-MAE is superior to all the other derivative models,

which verifies the effectiveness of each component in our

model. For instance, we noticed that BPR-MAE performs

better than BPR-MAE-Nomod , which means that the visual

and textual information of the same fashion items is indeed

consistent in describing the fashion items. 

b) BPR-MAE-No performs worse than BPR-MAE , which indicates

that both the compatibility space and the multi-modal in-

formation both contribute to the compatibility modeling be-

tween the bottoms and shoes. 

.2.4. On different parameters 

We verify the performance of different parameters on the com-

atibility modeling between bottoms and shoes. Fig. 8 show the

erformance with respect to the learning rate η, the hidden units,

he hyper parameters λ and γ . From this figure, we can see that

verall, the performance of our model keeps steady nearby the op-

imal settings, which enables us to draw the conclusion that our

odel is non-sensitive to hyper-parameters. Experimental results

how that the BPR-MAE model achieves the optimal performance

ith learning rate η of 0.1, hidden units of 512, λ of 0.01 and γ of

.001. 
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas

matching, Neurocomputing, https://doi.org/10.1016/j.neucom.2019.05.08
.3. Compatibility modeling between tops and bottoms 

To fully evaluate the proposed model in terms of the compat-

bility modeling, we further conduct experiments on the compat-

bility modeling between the tops and bottoms. In particular, we

valuate the BPR-MAE in a similar manner, with different models,

ifferent modalities and different components. 

.3.1. On different models 

Table 6 shows the performance on FashionVC+ and ExpFashion

atasets with different approaches. From this table, we can observe

s follows: 

a) POP performs the worst. Similarly, we checked the popular

fashion items in our dataset. Table 2 shows the five most

fashionable tops and bottoms. As can be seen that the pop-

ular tops and bottoms are also in the basic styles, such as

the T-shirts and jeans, which also implies the limitation of

POP . For instance, most of the fashionable bottoms are jeans,

which maybe not suitable for the outdoor and professional

tops. Therefore, it is also not appropriate to realize the com-

patibility modeling between tops and bottoms based on the

popularity of items. 

b) ExIBR and BPR-MAE are more effective than IBR , which sug-

gests the importance of the textual modality in the compat-

ibility modeling between the tops and bottoms. 

c) BPR-MAE is superior to the other methods on two dataset,

which verifies the validity of our model. In addition, it is

interesting that BPR-MAE performs better in the compati-

bility modeling between bottoms and shoes than that be-

tween tops and bottoms. We thus further analyze the vi-

sual and textual information of fashion items. We notice that

the tops have more diverse attributes than the bottoms and

shoes such as the various collar (e.g., round, v-neck and off-

the-shoulder) and sleeve types (e.g., batwing, puff and man-

darin), which may thus make the compatibility modeling be-
hion experts: I know how to make the complementary clothing 
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Fig. 8. (a) Learning rate. (b) Hidden units. (c) Hyper parameter λ. (d) Hyper parameters γ . Illustration of the AUC values of our model respect to the different parameters. 

Fig. 9. Performance of the proposed models on different top categories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

i  

T  

t  

s  
5.3.2. On different modalities 

To verify the validity of the multi-modal information, we con-

ducted the same experiments over different modality combina-

tions as the compatibility modeling between bottoms and shoes.

Fig. 9 shows the performance of different modalities combina-

tions with respect to the AUC. From Fig. 9 , we have the following

observations: 
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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a) BPR-MAE is superior to BPR-MAE-V and BPR-MAE-C , which

indicates that both the visual and textual information can be

conducive to the compatibility modeling between tops and

bottoms. 

b) It is surprising that BPR-MAE-C is more effective than BPR-

MAE-V . One reasonable explanation is that the textual infor-

mation is more succinctly summarize the main features of

tops and bottoms. 

c) Compared with the “T-shirts” and “Cardigans” categories, the

textual information significantly improves the performance

of the “Jackets” and “Coats” categories. This maybe due to

the fact that the coats and jackets serve people in more

seasons [56] . In addition to the common color and pat-

tern factors, we also consider other factors such as various

materials (e.g., wool, silk, leather and fur) and length (e.g.,

short, medium and long). These factors may not be easy to

capture from the visual signals but can easy-learned from

the textual information. Neverthless, the tops in basic style

categories, such as cardigans and T-shirts, where color, pat-

tern and shape factors plays significant roles in the clothing

matching between tops and bottoms, the visual information

are more effective than the textual information. 

To visually illustrate the impact of the textual modality, we

llustrate the comparison between BPR-MAE and BPR-MAE-V in

able 7 . We can see that the textual metadata works better when

he given two bottom candidates b j + and b j − share similar visual

ignals, such as the color and shape, where visual signals may not
hion experts: I know how to make the complementary clothing 

1 

https://doi.org/10.1016/j.neucom.2019.05.081


J. Liu, X. Song and Z. Chen et al. / Neurocomputing xxx (xxxx) xxx 11 

ARTICLE IN PRESS 

JID: NEUCOM [m5G; June 11, 2019;21:40 ] 

Table 7 

Illustration of the comparison between BPR-MAE and BPR-MAE-V on testing triples of the compatibility modeling between tops and bottoms. Due to the limited space, we 

only list the key phrases of items’ textual metadata. 

BPR-MAE 
√ 

BPR-MAE-V × BPR-MAE × BPR-MAE-V 
√ 

t i b j + b j − t i b j + b j − t i b j + b j −

Fur Coat Embellished Dress Denim Skirt HM Sweater Eastwood Jeans Waisted Shorts Striped Blouse Pinstriped Culottes Knee Length Skirts 

Cutton Sweatshirt Skinny Jeans Cotton Trousers Men’s Jackets Biker Jeans Skinny Jeans Chubky Knit Jumper Black Jeans Knee Length Skirts 

Table 8 

Performance comparison of the 

compatibility modeling between 

tops and bottoms on different 

components. 

Approaches AUC 

BPR-MAE 0.7616 

BPR-MAE-Nomod 0.7539 

BPR-MAE-Norec 0.7533 

BPR-MAE-No 0.7421 
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Table 9 

Performance comparison 

of the complementary 

fashion item matching on 

different approaches. 

Approaches AUC 

RAND 0.5025 

POP 0.5928 

RAW 0.5778 

IBR 0.7012 

ExIBR 0.7470 

BPR-MAE 0.8061 

Table 10 

Performance comparison of 

the complementary fashion 

item matching on different 

components. 

Approaches AUC 

BPR-MAE 0.8061 

BPR-MAE-Nomod 0.7401 

BPR-MAE-Norec 0.7627 

BPR-MAE-No 0.7349 
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e enough to distinguish the compatibility between them with the

iven top t i . Furthermore, we get a consistent conclusion that such

extual information may also lead to failures in the compatibility

odeling due to the category matching bias, especially when there

s a significant difference between the visual signals of the bot-

om candidates. For example, it is fashionable to match the blouses

ith knee length skirts in our dataset, which may lead to the failed

atching in the right most column. 

.3.3. On different components 

To verify the validity of each component of the compatibility

odeling between tops and bottoms, we also compared our model

ith the BPR-MAE-Norec, BPR-MAE-Nomod, BPR-MAE-No . 

Table 8 shows the performance comparison among different

omponents of our model. We get the consistent conclusion that

PR-MAE is superior to all the other derivative models proposed

n the compatibility modeling between bottoms and shoes. In ad-

ition, BPR-MAE-No performs the worst, which shows the neces-

ity of both the latent compatibility space and the multi-modality

nformation in terms of the compatibility modeling between tops

nd bottoms. 

.4. Complementary fashion item matching 

As we have evaluated our model regarding the compatibility

odeling between fashion items, now we can proceed to evaluate

he BPR-MAE in the context of the complementary fashion item

atching. In particular, we aim to match the shoes for the given

op and bottom and make a suitable outfit. Similarly, we also eval-

ate the proposed BPR-MAE framework in this context with differ-

nt models, different modalities and different components. 

.4.1. On different models 

Table 9 shows the performance comparison among different ap-

roaches. From this table, we have the following observations: 

a) As expected, RAND is worst, achieving an AUC score around

0.5. 
Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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b) RAW performs better than RAND . This may be attributed to

the fact that the negative shoes are randomly sampled to

construct the quadruple sets, which is easy to choose the

incompatibility examples. We further notice that RAW per-

forms worse than other methods. The reasonable explana-

tion is that the latent representation space can effectively

model the complementary between the heterogeneous fash-

ion items. 

c) ExIBR and BPR-MAE are superior to the visual-based base-

line IBR , which confirms the necessity of considering the

textual modality in the complementary fashion item match-

ing. 

d) BPR-MAE shows superiority over ExIBR , which is consistent

with the conclusion that in the compatibility modeling be-

tween fashion items. 

.4.2. On different components 

To verify the effectiveness of each component of the comple-

entary fashion item matching, we compared the performance of

PR-MAE with the BPR-MAE-Nomod, BPR-MAE-Norec, BPR-MAE- 

o . Different from the compatibility modeling between fashion

tems, all these methods are adaptively generated by removing part

f the L 

o . 

Table 10 shows the performance compared with different com-

onents of our model, we can observe that: 
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Fig. 10. Performance of different models in the task of the shoes retrieval for given 

bottoms with various number of shoes candidates T . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Performance of different models in the task of the bottom retrieval for 

given tops with various number of bottom candidates T . 
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a) BPR-MAE outperforms all the other derivative models,

which verifies the impact of each component in our model. 

b) BPR-MAE-Norec performs better than BPR-MAE-Nomod .

This maybe due to the multi-modalities are more conducive

to the complementary fashion item matching than the latent

compatibility space. 

c) The same as the aforementioned conclusion is that BPR-

MAE-No performs the worst, which implies that both the

compatibility space and the multi-modalities can be helpful

to the complementary fashion item matching. 

5.5. Complementary fashion item retrieval 

To comprehensively evaluate the proposed BPR-MAE , we fur-

ther evaluate the performance of our model with three comple-

mentary item retrieval tasks: the retrieval of shoes for given bot-

toms, the retrieval of bottoms for given tops and the retrieval of

shoes for given tops and bottoms. 

5.5.1. The retrieval of shoes for given bottoms 

To evaluate the performance of BPR-MAE in the task of re-

trieving shoes for a given bottom, we adopt the common strategy

[57,58] that feeds each bottom b j appeared in P test as a query, and

randomly selects T shoes as the candidates, among which there is

only one positive candidate. Then by passing them to the neural

networks trained on P train and P v alid , getting their latent repre-

sentations and calculating the compatibility score m jk according to

Eq. (3) , we can generate a ranking list of these shoes for the given

bottom. Since the ranking position of the one and only one positive

pair of shoes is of great importance, we adopt the mean reciprocal
Fig. 11. Illustration of the ranking shoes results for given testing bottoms

Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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ank (MRR) metric [59] . In total, we have 1884 unique bottoms in

 test , among which 1025 bottoms have never appeared in P train or

 v alid . 

Fig. 10 shows the performance of different models in terms of

RR with various number of shoes candidates T . Here, we dropped

he POP baseline due to the majority of bottoms are of the same

opularity, which makes it intractable to generate the ranking. As

an be seen, our model shows superiority over all the other base-

ines at different numbers of shoes candidates, which verifies the

ffectiveness of our model in the retrieval of shoes for given bot-

oms and coping with the cold start problem. Fig. 11 shows some

nstances illustrating the ranking results for a given bottom. We

otice that although BPR-MAE sometimes failed to accurately rank

he positive pair of shoes at the first place, the other shoes ranked

efore the positive one are also compatible with the given bottom,

hich is reasonable in the practical application. 

.5.2. The retrieval of bottoms for given tops 

To evaluate the performance of BPR-MAE in the task of the re-

rieval of bottoms for given tops, we adopt the same strategy as

bove. In the testing set, there are 1954 unique tops, among which

262 tops have never appeared in the training or validation set. 

Fig. 12 shows the performance of different models in terms

f MRR with various number of bottom candidates T . We can

raw a similar conclusion that our model shows superiority over

ll the other baselines consistently at different numbers of bot-

om candidates. Fig. 13 shows some examples of the ranking re-

ults. We observe that BPR-MAE sometimes cannot accurately rank

he positive bottom at the first place. The reason is that the

ther bottoms ranked before the positive one are potential positive

ottoms. 
. The shoes highlighted in the red boxes is the only positive ones. 
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Fig. 13. Illustration of the ranking bottom results for given testing tops. The bottoms highlighted in the red box is the positive one. 

Fig. 14. Performance of different models in the task of the shoes retrieval for given 

tops and bottoms with various number of shoes candidates T . 
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.5.3. The retrieval of shoes for given tops and bottoms 

For the task of the retrieval of shoes for given tops and bottoms,

e calculate the compatibility score m ijk for top t i , bottom b j and

hoes s k according to Eq. (10) , and then generate a ranking list of

hoes for the given top and bottom. In total, there are 2076 unique

op and bottom pairs in the testing set, among which 1235 top and

ottom pairs have never appeared in the training or validation set.

Fig. 14 shows the performance of different models in terms of

RR with various number of shoes candidates T . As can be seen,

ur model consistently outperforms the other baselines. Interest-

ngly, we notice that our model performs better in the retrieval

f the shoes given only the bottom than that given both the top

nd the bottom. Fig. 15 illustrates some examples of the ranking of

hoes for a given top and bottom. We notice that BPR-MAE some-

imes cannot accurately rank the positive shoes, the other shoes
Fig. 15. Illustration of the ranking shoes results for given testing tops and b

Please cite this article as: J. Liu, X. Song and Z. Chen et al., Neural fas
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anked before the positive one are also compatible with the given

op and bottom. 

. Conclusion 

In this work, we present a content-based neural scheme (BPR-

AE) regard to the compatibility modeling between fashion items

e.g., bottoms and shoes, tops and bottoms) and the complemen-

ary fashion item matching (e.g., matching a pair of shoes for the

iven top and bottom). This scheme is able to jointly model the

oherent relation between different modalities (i.e., the visual and

extual modalities) of fashion items and the implicit preferences

mong items via a multiple AE network. In addition, we construct

 comprehensive fashion dataset FashionVC+ , consisting of both

mages and textual metadata of fashion items on Polyvore. Ex-

erimental results demonstrate the effectiveness of our proposed

cheme and verify the advantages of taking the textual modal-

ty into consideration in terms of the compatibility modeling and

he complementary clothing matching. Interestingly, we find that

atching the shoes for a given bottom is easier than matching the

ottom for a given top. In future work, we intend to explore the

ttention-based method to extract the important features of fash-

on items to further enhance the compatibility modeling. 
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