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ABSTRACT
In this work, we investigate the user identity linkage task
across different social media platforms based on heterogeneous
multi-modal posts and social connections. This task is non-trivial
due to the following two challenges. 1) As each user involves
both intra multi-modal posts and inter social connections, how
to accurately fulfil the user representation learning from both intra
and inter perspectives constitutes the main challenge. And 2) even
representations distributed on different platforms of the same
identity tend to be distinct (i.e., the semantic gap problem) owing to
discrepant data distribution of different platforms. Hence, how to
alleviate the semantic gap problem poses another tough challenge.
To this end, we propose a novel adversarial-enhanced hybrid graph
network (AHG-Net), consisting of three key components: user
representation extraction, hybrid user representation learning, and
adversarial learning. Specifically, AHG-Net first employs advanced
deep learning techniques to extract the user’s intermediate
representations from his/her heterogeneous multi-modal posts
and social connections. Then AHG-Net unifies the intra-user
representation learning and inter-user representation learning
with a hybrid graph network. Finally, AHG-Net adopts adversarial
learning to encourage the learned user presentations of the same
identity to be similar using a semantic discriminator. Towards
evaluation, we create a multi-modal user identity linkage dataset
by augmenting an existing dataset with 62, 021 images collected
from Twitter and Foursquare. Extensive experiments validate the
superiority of the proposed network. Meanwhile, we release the
dataset, codes, and parameters to facilitate the research community.
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Figure 1: Illustration of the user identity linkage task based
on the user’s multi-modal posts and social connections. We
take platforms of Twitter and Foursqure as an example.
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1 INTRODUCTION
In recent years, owing to diverse service spotlights of different
social platforms, ranging from self-promoting to photo sharing,
people tend to embrace multiple social platforms (e.g., Twitter,
Foursquare, and Instagram) concurrently. According to the report
of Pew Research Center1, roughly 73% of Internet users utilize
more than one social media platform simultaneously, where 90%
of Twitter users use Facebook, and 47% Facebook users engage
in Instagram. Therefore, a surge of researches are dedicated to
exploiting tasks across social media platforms, such as the cross
platform recommendation [41] and the information diffusing
prediction [44]. As a vital prerequisite of the above studies, the
user identity linkage task, which aims to link individual’s accounts
on different social media platforms, is increasingly indispensable.

In fact, various methods have been presented for the user identity
linkage task [18, 24, 25, 43], where user’s textual posts, check-in
posts, social connections, and the combinations of these contents,
have been well explored. Despite the prominent success achieved
by these methods, they generally overlook the fact that the visual
modality also merits our attention in the context of user identity
linkage, since users tend to share similar visual posts on different
social platforms. In light of this, as shown in Figure 1, we aim to
solve the user identity linkage across different social platforms by
simultaneously exploring the user’s multi-modal posts, including
textual, visual, check-in posts, as well as social connections.

However, comprehensively fulfilling the user identity linkage
task with both heterogeneous multi-modal posts and unstructured
social connections of the user is non-trivial due to the following
1https://tinyurl.com/t9uqq3j.
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Figure 2: Illustration of the proposed network for user identity linkage. AHG-Net contains three key components: user
representation extraction, hybrid user representation learning and adversarial learning. “Text”, “Img”, “CheckIn” and “Social”
refer to the textual post, visual post, check-in post, and social connection, respectively.

two challenges. 1) In a sense, each user can be characterized from
both his/her intra multi-modal posts and inter social connections.
Regarding the user’s intra multi-modal post fusion, although
different modalities, i.e., textual, visual, and check-in, may reflect
different views of the user, they share certain intrinsic semantic
relations. Intuitively, users tend to share delicious food images
if they frequently check in restaurant landmarks, and express
positive feelings with corresponding images. Meanwhile, pertaining
to the inter-user correlation modeling, different followees may
have distinct influences concerning the user characterization due
to their different levels of intimate degree. Therefore, how to
properly fuse the user representation learning from the above
two perspectives constitutes the main challenge for us. 2) In
fact, even for the same user identity, his/her representations on
diverse social media platforms tend to be dissimilar (i.e., the
semantic gap problem), owing to the discrepant data distribution
of social media platforms. Therefore, existing studies that tackle
the user identity linkage task by directly seeking a latent user
representation space, where the user representations on different
social platforms belonging to the same user identity should be
close, can yield suboptimal performance. Hence, how to effectively
alleviate the aforementioned semantic gap problem poses another
tough challenge.

To address the aforementioned challenges, we propose a novel
Adversarial-enhanced Hybrid Graph Network for user identity
linkage, AHG-Net for short. As illustrated in Figure 2, the proposed
AHG-Net contains three key components: user representation
extraction, hybrid user representation learning, and adversarial
learning. In particular, we first extract the user representation from
the heterogeneous multi-modal posts as well as social connections
via advanced deep learning techniques. Thereafter, we employ a

hybrid graph neural network to unify the intra-user representation
learning and inter-user representation learning, where the semantic
correlation among modalities and the adaptive influences among
users are jointly modeled. In addition, we exploit the adversarial
learning and deploy the semantic discriminator to distinguish the
platform source of each representation, which promotes the learned
representations from different platforms to be undistinguishable
and thus facilitates the user identity linkage. Moreover, towards our
model evaluation, we further build a new multi-modal dataset by
augmenting the existing public dataset [31] with 62,021 visual posts
from Twitter and Foursquare. Extensive experiments on this dataset
have fully validated the effectiveness of our proposed AHG-Net.

Our main contributions can be summarized as follows:
• To the best of our knowledge, we are among the first to
tackle the user identity linkage task by taking into account
both heterogeneous multi-modal posts (including the visual
cue) as well as social connections of users.

• We propose an adversarial-enhanced hybrid graph network
for user identity linkage, which unifies the intra-user rep-
resentation learning and inter-user representation learning
in a hybrid graph network, and alleviates the semantic gap
problem caused by distinct data distribution of social media
platforms with the adversarial learning.

• We create a new multi-modal dataset based on an existing
dataset, where 62, 021 visual posts are additionally collected
from Twitter and Foursquare. Extensive experiments on
the real-world dataset demonstrate the superiority of our
proposed model. As a byproduct, we have released the
dataset, codes, and involved parameters to facilitate the
research community2.

2https://anonymous819.wixsite.com/ahg-net.
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2 RELATEDWORK
2.1 User Identity Linkage
According to the review [33], existing efforts on user identity
linkage mainly aim to tackle the problem by exploring diverse types
of user information (e.g., profile, social connection, and content) in
social media platforms. In a sense, existing studies can be roughly
divided into the following two categories.

The first category focuses on exploiting a single type of user
information for user identity linkage. The most straightforward
solution is to utilize the user’s profile information [25, 43], such
as usernames, genders and birthdays. For example, Mu et al. [25]
implemented user identity linkage by utilizing linear regression
to project user accounts of different platforms into the latent
user space based on their’s profiles. Nevertheless, for the privacy
concern, a user profile may be deliberately counterfeited and
contains some inconsistent values, which makes the basic user
profile fragile and unreliable. Beyond this, several studies have
resorted to the user’s social connections [18, 24], which are more
reliable than the user profile. For example, Man et al. [24] tackled the
user identity linkage task by network embedding, where observed
anchor links are used as supervision to capture the structural
regularity. Moreover, different from the above studies, several
efforts have been made to explore the user content [2, 10, 45]. For
instance, Rong et al. [45] explored users’ writing style features
to solve the authorship identification problem. Although these
efforts have achieved compelling success, they only consider one
specific type of user information, which cannot comprehensively
characterize the user.

Beyond methods of the first category, the second category aims
to collectively explore multiple types of user information to boost
the performance of user identity linkage [12, 17, 20, 22, 31, 38]. For
example, Liu et al. [22] designed a heterogeneous behavior model
to measure the user behavior similarity based on all above types
of user information (i.e., profile, social connection and content).
Similarly, due to the concern on the ambiguous and unreliable user
profiles, recent studies of this category mainly focus on the user’s
social connection and content information. To be more specific,
Ren [31] introduced a network alignment model, which predefines
a set of meta diagrams to extract user features from his/her social
connections and content information. Although these studies obtain
remarkable performance, they treat the different modality content
independently and learn the user representation from different
cues separately. Beyond that, in this work, we aim to explore the
underlying relations residing in users’ heterogeneous multi-modal
posts as well as social connections, and alleviate the semantic gap
problem among different social media platforms.

2.2 Generative Adversarial Networks
In recent years, GANs has attracted increasing research attention
and achieved prominent success in diverse tasks, ranging from the
sequential recommendation [30] to cross-modality search [36, 42].
For example, Yang et al. [42] utilized GANs to enhance the visual
understanding in fashion search by directly synthesizing the target
item image. In addition, Ren et al. [30] presented a multi-factor
generative adversarial network to explicitly model the effect of
context information for the sequence recommendation task. In the

domain of user identity linkage, Li et al. [19] proposed an adversarial
learning based framework to solve the semi-supervised user identity
linkage task under the multi-platform setting. To be specific, they
employed an auto-encoder to map feature vectors in one platform
into another social platform. Then, for each platform, they set
a discriminator to distinguish whether the given feature vector
is original or mapped. Different from existing work, we target
at bridging the aforementioned semantic gap between different
social media platforms by deploying a semantic discriminator to
distinguish the platform source of each user representation, in order
to facilitate the conduction of user identity linkage.

3 MODEL
3.1 Problem Formulation
In this work, we aim to investigate the task of user identity linkage
across different social media platforms by answering the question
“whether the given pair of user accounts on different social media
platforms refer to the same user identity based on their heterogeneous
multi-modal posts and social connections”. Without loss of generality,
we particularly focus on linking user identities between two
platforms (i.e., 𝑂1 and 𝑂2), while the cases of multiple social media
platforms can be easily extended. Suppose we have a set of user
accounts U1 = {𝑢11, 𝑢

2
1, · · · , 𝑢

𝑁1
1 } on the platform 𝑂1 and a set of

user accounts U2 = {𝑢12, 𝑢
2
2, · · · , 𝑢

𝑁2
2 } on 𝑂2, where 𝑁1 and 𝑁2

denote the number of user accounts on platforms 𝑂1 and 𝑂2. Each
user account 𝑢𝑖1 on 𝑂1 has a set of social connections S𝑖1 and a set
of social posts X𝑖1 , which can be further grouped into three subsets
according to their modalities: the set of textual posts C𝑖1, the set
of visual posts V𝑖

1 , and the set of check-in posts T 𝑖1 , respectively.
Notably, the check-in posts reveal the user’s historical trajectories,
which are derived from the user’s social posts that contain location
tags. Analogously, for each user account 𝑢 𝑗2 on 𝑂2, we also have
his/her social connection set S 𝑗2 , textual post set C

𝑗

2 , visual post set
V 𝑗

2 , and check-in post set T 𝑗

2 . Let 𝑦 𝑗
𝑖
= 1, if 𝑢𝑖1 and 𝑢

𝑗

2 refer to the
same user identity in the real world, and 𝑦 𝑗

𝑖
= 0 otherwise.

In a sense, we aim to devise a novel model F which can
accurately predict whether the given two user accounts on different
social platforms refer to the same user identify as follows,

F (𝑢𝑖1, 𝑢
𝑗

2 |𝚯𝑭 ) → 𝑦
𝑗
𝑖
, (1)

where 𝚯𝑭 represents the model parameters.

3.2 User Representation Extraction
First, we introduce how to extract the user representation from
the heterogeneous multi-modal posts and the unstructured social
connections. For the ease of illustration, we temporally omit both
the superscript and the subscript, since the user representation
extraction for any user on any social media platform can be derived
in the same manner.

Textual Representation. To obtain the underlying semantic
information delivered by the user’s textual posts and characterize
the user from the textual modality, we leverage the textual
convolutional neural network (TextCNN) [16], which has achieved
compelling success in the representation learning task [3, 37].
In particular, given the set of textual posts C = {𝑐1, 𝑐2, · · · , 𝑐𝑛}
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consisting of 𝑛 posts, we first embed each post 𝑐𝑝 , 𝑝 = {1, 2, · · · , 𝑛}
into the vector e𝑝 ∈ R𝐷𝑒 with the help of the pre-trained
Bidirectional Encoder Representations from Transformer (BERT) [6,
14]. 𝐷𝑒 is the dimension of the textual post embedding generated
by BERT. Thereafter, we stack the textual post embeddings
chronologically, namely, according to their post time, and obtain
the textual post embedding matrix C ∈ R𝐷𝑒×𝑛 . Then we employ
a one-layer CNN with 𝐾 filters W𝑓 = {W𝑓1 ,W𝑓2 , · · · ,W𝑓𝐾 },
where W𝑓𝑘 ∈ Rℎ×𝐷𝑒 is the 𝑘-th filter working on summarizing
a window of ℎ posts into a new feature to learn the user’s textual
representation. One advantage of TextCNN is that it incorporates
the local post relevance, which benefits the textual context
capturing. Ultimately, we project the intermediate representation
into the latent user representation space to obtain the final textual
representation with the average pooling operation and a fully
connected layer as follows,{

c̃ = 𝑎𝑣𝑔[𝜌 (W𝑓1 ,C), 𝜌 (W𝑓2 ,C), · · · , 𝜌 (W𝑓𝐾 ,C)],
c = 𝜉 (W𝑐 c̃ + b𝑐 ),

(2)

where 𝑎𝑣𝑔[·] represents the average pooling operation, 𝜌 (·) refers
to the convolutional operation and 𝜉 (·) denotes the LeakyRelu
activation function. W𝑐 and b𝑐 are the weight matrix and the bias
vector, respectively.

Visual Representation. Regarding the visual posts of a user, we
encode them with the pre-trained Residual Network (ResNet) [13],
which has shown the superior performance in the computer vision
task [39]. Given the set of visual posts V = {𝑣1, 𝑣2, · · · , 𝑣𝑚}, we
first employ ResNet to encode each visual post 𝑣𝑝 and then utilize
the average pooling and a fully connected layer to get the user’s
visual representation v ∈ R𝐷 as follows,{

ṽ = 𝑎𝑣𝑔[𝑅𝑒𝑠 (𝑣1 |𝚯𝑹 ), 𝑅𝑒𝑠 (𝑣2 |𝚯𝑹 ), · · · , 𝑅𝑒𝑠 (𝑣𝑚 |𝚯𝑹 )],
v = 𝜉 (W𝑟 ṽ + b𝑟 ),

(3)

whereW𝑟 and b𝑟 are the weight matrix and bias vector of the fully
connected layer, respectively. 𝚯𝑹 refers to the network parameters
of ResNet and 𝜉 (·) denotes the LeakyRelu activation function.

Check-In Representation. Intuitively, check-in posts may
reflect the user’s life circles to some extent, which is of crucial
importance for the user identity linkage. To yield the check-in
representation of the user, one naive way is to introduce a location
vocabulary, and represent each user with a one-hot representation,
where 1 indicates that the user once posted at the corresponding
location. However, this method neglects the temporal factor in
the check-in pattern. For example, given a user account 𝑢1 on the
platform𝑂1, who frequently publishes posts at Beijing in June 2020
and New York in August 2020, and another user account 𝑢2 on the
platform𝑂2 who always posts at New York in June 2020 and Beijing
in August 2020, they tend to be classified as the same user identity
based on the simple spatial distribution. However, on the basis of
their check-in patterns, user accounts 𝑢1 and 𝑢2 are less possible to
be the same user identity as they have not been at the same place
for the same period [31]. Accordingly, we propose to utilize the
temporal-spatial distribution to comprehensively characterize the
user from the check-in perspective.

Let T = {(𝑡𝑔, 𝑞𝑔)}𝑘𝑔=1 denote the set of check-in posts. 𝑡𝑔 and 𝑞𝑔
represent the time slot and the location of 𝑔-th check-in post. 𝑘 is

the total number of check-in posts of the user. We first construct
a vocabulary of𝑀 time slots and a vocabulary of 𝐾 locations that
can be shared by both social media platforms, i.e.,𝑂1 and𝑂2. Then
based on a user’s check-in posts, we can derive a spatial-temporal
co-occurrence matrix A = {a1, a2, · · · , a𝑀 }T ∈ R𝑀×𝐾 , where a𝑚 =

(𝑎1𝑚, 𝑎2𝑚, · · · , 𝑎𝐾𝑚) denotes the one-hot spatial distribution vector
for the𝑚-th time slot. To be specific, 𝑎𝑘𝑚 = 1 if the user appears at
the 𝑘-th location in the𝑚-th time slot, and 𝑎𝑘𝑚 = 0 otherwise. Since
the spatial distribution has clear sequential relationships, we adopt
the gated recurrent units (GRU) [5] to derive the final check-in
representation, considering its superior performance in various
sequence modeling tasks [10, 15]. The final check-in representation
t can be obtained as follows,{

t̃ = 𝐺𝑅𝑈 (a𝑚 |𝚯𝑮 ),𝑚 ∈ {1, 2, · · · , 𝑀},
t = 𝜉 (W𝑡 t̃ + b𝑡 ),

(4)

where W𝑡 and b𝑡 are the weight matrix and bias vector of a
fully connected layer, respectively. 𝜉 (·) is the LeakyRelu activation
function and 𝚯𝑮 refers to the network parameters of GRU.

Social Representation. Undoubtedly, one essential function of
social platforms is to connect users. Typically, users on social media
platforms can follow each other due to various reasons, ranging
from personal interest to making friends in real life. Therefore,
one’s followee connections to some extent reflect the topics that
the user is interested in or the user’s friend relationships. Hence,
in this work, we focus on the followee connections to characterize
each user. In particular, we employ DeepWalk [26] to learn the
intermediate representation of each user on the social platform.
Thereafter, a fully-connected layer with the LeakyRelu activation
function is used to transform the intermediate user representation
to the latent user representation space. Formally, let s be the latent
social representation of a given user.

3.3 Hybrid Graph-based User Representation
Learning

Having obtained heterogeneous multi-modal post representations
and social connection representation of each user, we should
proceed to how to seamlessly integrate these representations
towards the accurate user representation learning. In fact,
each user’s representation can be accounted by both his/her
social connections’ representations and his/her own multi-modal
post representations. Meanwhile, although the multi-modal post
representations convey different cues with regard to the user
characterization, essentially they reflect the same user and hence
share certain semantic relations. Intuitively, users that like to post
at restaurants are more likely to share food photos, while those who
prefer to post scene pictures tend to check in travel spots. Therefore,
in order to model the user-user interaction and modal-modal
semantic relation, we resort to graph neural networks, which have
shown to be effective in relation reasoning [3, 8, 9, 40]. Intuitively,
we propose a hybrid user representation learning scheme consisting
of two key components: intra-user representation learning and
inter-user representation learning.

3.3.1 Intra-User Representation Learning. In order to model the
underlying semantic relation among different modality cues (i.e.,
textual, visual, and check-in), we first devise an undirected graph
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G = (M, E), where the set of nodes M = {m𝑖 }𝑄𝑖=1 correspond to
the 𝑄 modality post representations, i.e., c, v, and t, respectively,
while the set of edges E = {(𝑚𝑖 ,𝑚 𝑗 ) |𝑖, 𝑗 ∈ [1, · · · , 𝑄]} indicate the
semantic relations between different modalities.

According to GCN [3], we can update one modality representa-
tion based on its correlated modality representation. Towards this,
we define the semantic similarity-based adjacent matrix A ∈ R𝑄×𝑄 ,
whose (𝑖, 𝑗)-th entry can be derived as follows,

A𝑖, 𝑗 =
{
𝑐𝑜𝑠 (m𝑖 ,m𝑗 ), if 𝑖 ≠ 𝑗,

1, otherwise, (5)

where 𝑐𝑜𝑠 (m𝑖 ,m𝑗 ) is the cosine similarity between the 𝑖-thmodality
representation and 𝑗-th one. Then given the semantic adjacent
matrix A, each GCN layer can be formulated as follows,

H(𝑙+1) = 𝑔(AH(𝑙)W(𝑙) ), 𝑙 ∈ {0, 1, · · · , 𝐿 − 1}, (6)

where H(𝑙) = {h(𝑙)1 , h(𝑙)2 , · · · , h(𝑙)
𝑄

}T ∈ R𝑄×𝑑𝑙 , and h(𝑙)𝑛 is the latent
embedding of the 𝑛-th modality at the 𝑙-th layer. In particular,
H(0) = [c, v, t] is the initial embedding matrix. 𝑔(·) is a non-linear
operation, where we employ the LeakyRelu. 𝐿 indicates the total
number of GCN layers, andW(𝑙) ∈ R𝑑𝑙×𝑑 (𝑙+1) is the to-be-learned
transformation matrix for the 𝑙-th layer. 𝑑𝑙 and 𝑑 (𝑙+1) represent
the embedding dimensions of the 𝑙-th and (𝑙 + 1)-th layers,
respectively. Ultimately, we treat the output of the 𝐿-th layer
as the final multi-modal representation of the user, i.e., H(𝐿) =

{h(𝐿)1 , h(𝐿)2 , · · · , h(𝐿)
𝑄

}T.

3.3.2 Inter-User Representation Learning. Having obtained the
user representations of different modalities with the intra-user
representation learning, we can move forward to model the
user-user relations. As aforementioned, each user’s representation
can be reflected by the social connections, i.e., followees. One
naive way is to equally fuse all the user representations of one’s
social connections. However, this method overlooks that different
connections tend to have distinguished influences on the user
characterization due to different levels of intimate degree, thereby
easily resulting in suboptimal representations. Towards this end, to
distinguish the informative connections in representing the user,
we propose to leverage graph attention network (GAT) [35], which
has achieved conspicuous performance [4, 23].

In particular, given a user 𝑢, let S = {s𝑐1 , s𝑐2 , · · · , s𝑐𝑆 } denote
the set of representations of his/her social connections, all of
which are derived by the aforementioned social representation
learning. 𝑐𝑆 is the total number of social connections of the user 𝑢.
Then to retain the user’s own features during the representation
learning, we extend S with the user’s own representation, i.e.,
S = {s𝑐0 , s𝑐1 , s𝑐2 , · · · , s𝑐𝑆 }, where s𝑐0 = s + ∑𝑄

𝑛=1 h
(𝐿)
𝑛 refers to

the user 𝑢’s own representation. Thereafter, we can assign the
confidences for different social connections as follows,

𝛼𝑐𝑔 =
𝑒𝑥𝑝 (𝜉 (aT1 (W1s𝑐0 ⊕ W1s𝑐𝑔 )))∑𝑆
𝑔=0 𝑒𝑥𝑝 (𝜉 (aT1 (W1s𝑐0 ⊕ W1s𝑐𝑔 )))

, 𝑔 ∈ {0, 1, 2, · · · , 𝑆},

(7)
where 𝛼𝑐𝑔 denotes the confidence for the 𝑔-th social connection, ⊕
represents the concentration operation [28], and W1 is the shared
global weight matrix of users on 𝑂1. In a sense, the vector a1
can be treated as the latent representation of the query “which

social connection of the given user conveys more vital cues to the
user characterization”. Accordingly, we can reach the final user
representation u as follows,

u =

𝑆∑
𝑔=0

𝛼𝑐𝑔W1s𝑐𝑔 . (8)

Moreover, to boost the performance towards the user repre-
sentation learning, we employ the multi-head graph attention
mechanism [34], where we incorporate 𝑅 independent single
attention modules concurrently to stabilize the learning process of
graph attention mechanism, and concentrate their output as the
final user representation. Accordingly, u can be re-written as,

u =

𝑆∑
𝑔=0

𝛼1𝑐𝑔W
1
1s𝑐𝑔 ⊕ · · · ⊕

𝑆∑
𝑔=0

𝛼𝑟𝑐𝑔W
𝑟
1s𝑐𝑔 ⊕ · · · ⊕

𝑆∑
𝑔=0

𝛼𝑅𝑐𝑔W
𝑅
1 s𝑐𝑔 , (9)

where 𝛼𝑟𝑐𝑔 is the confidence derived from the 𝑟 -th attention module,
and W𝑟

1 is the corresponding weight matrix.

3.4 Adversarial Learning
As a matter of fact, even the representations distributed on different
social media of the same user identity tend to suffer from the
semantic gap problem due to their distinct data distribution [10],
which may impede the conduction of the user identity linkage
task. Impelled by the massive success achieved by adversarial
learning in diverse representation learning tasks [7, 30, 42], we
explore adversarial learning to address the semantic gap problem
and enhance the user representation learning in the context of the
user identity linkage task.

3.4.1 Representation Generator. On one hand, we treat the
above hybrid graph network as a user representation generator.
Essentially, the generator works on learning the latent user
representation with the assumption that user accounts on different
social media platforms that refer to the same user identity tend to
be more similar than those of different user identities. In particular,
we measure the similarity score between user accounts on two
platforms as follows,

𝑞
𝑗
𝑖
= (u𝑖1)

Tu𝑗2, (10)

where u𝑖1 and u𝑗2 refer to the user representation of the user
account 𝑢𝑖1 on 𝑂1 and 𝑢 𝑗2 on 𝑂2, both of which can be derived
according to Eqn. (9). Then following the Bayesian Personalized
Ranking (BPR) [32] framework, which has demonstrated superiority
in the classification task [1], we have the objective function for the
generator as follows,

L𝐺𝑏𝑝𝑟 =

𝑁 +∑
𝑖=1

L𝑏𝑝𝑟 (𝑞+𝑖 , 𝑞
−
𝑖 ) =

𝑁 +∑
𝑖=1

−𝑙𝑛(𝜎 (𝑞+𝑖 − 𝑞−𝑖 )), (11)

where 𝑞+
𝑖
refers to the similarity score between the positive user

pair (𝑢𝑖1, 𝑢
𝑖+
2 ), while 𝑞−

𝑖
is between the negative user pair (𝑢𝑖1, 𝑢

𝑖−
2 ).

𝑁 + is the total number of the positive user pairs, and 𝜎 (·) is the
sigmoid activation function.
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Table 1: Statistics of TWFQ.

Category Twitter Foursquare Total Number
#User 3,463 3,833 7,296
#Textual Post 2,197,830 18,442 2,216,272
#Visual Post 33,454 28,567 62,021
#Check-in Post 198,105 18,417 216,522
#Social Connection 53,137 24,780 77,917

3.4.2 Semantic Discriminator. On the other hand, we introduce a
platform semantic discriminator 𝐷𝑝 that aims to distinguish the
user representations derived from different platforms of the same
identity (e.g., u𝑖1 or u

𝑖+
2 ). This can be cast as a binary classification

task, i.e., determining the platform source, i.e., 𝑂1 or 𝑂2, of each
user representation. Specifically, taking the positive pair (𝑢𝑖1, 𝑢

𝑖+
2 )

as an example, we feed the corresponding representation (u𝑖1, u
𝑖+
2 )

into the Multiple Layer Perceptron (MLP) and then adopt the
cross-entropy [21] loss as follows,

L𝐷𝑠 = − 1
𝑁 +

𝑁 +∑
𝑖=1

m𝑖 (𝑙𝑜𝑔𝐷𝑠 (u𝑖1 |𝚯𝐷𝑠 )+𝑙𝑜𝑔(1−𝐷𝑠 (u
𝑖+
2 |𝚯𝐷𝑠 ))), (12)

where m𝑖 is the platform label of each user representation, defined
as one-hot vector. 𝐷𝑠 (·|𝚯𝑫𝒔 ) is the predicted platform probability
vector of the given user representation.𝚯𝐷𝑠 denotes the parameters
of the semantic discriminator.

3.4.3 Joint Optimization. Finally, we optimize the generator and
discriminator as a minimax game [11] since the optimization goals
of the two components are opposite. To be specific, we parameterize
the final objective function for user identity linkage as follows,{

𝚽
∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐷 (L𝐷𝑠 ),

𝚯
∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝐺 (L𝐺𝑏𝑝𝑟 ),

(13)

where 𝚽∗ refers to the generator parameters, and 𝚯
∗ indicates the

parameters of the semantic discriminator.

4 EXPERIMENT
In this section, we first introduce the dataset as well as experiment
setting, and then detail the experiments by answering the following
research questions:

• RQ1: Does our AHG-Net surpass state-of-the-art methods?
• RQ2: How do the hybrid user representation learning and
adversarial learning affect the AHG-Net?

• RQ3: How do different modalities influence the AHG-Net?
• RQ4: How does AHG-Net perform with missing data?

4.1 Dataset
Since this is the first research attempting to explore the user’s
multi-modal social posts and social connection simultaneously,
there is no publicly available dataset that exactly supports
our goal. In light of this, we created our own dataset, named
TWFQ, on the basis of one existing dataset introduced by Ren
et al. [31], which consists of 3,282 positive user pairs with their
corresponding social posts and social connections from Twitter
and Foursquare. Specifically, we first only retained users with
complete modalities (i.e., textual, check-in, and social) and obtained
1,071 positive user pairs. Thereafter, we crawled these users’ visual

Table 2: Performance comparison among differentmethods.

Models Accuracy Precision Recall F1-score
DPLink 58.86% 58.68% 77.97% 66.96%
MV_URL 62.62% 67.31% 60.34% 63.64%
DLHD 63.55% 61.45% 87.93% 72.34%
ACTIVER_V 75.23% 75.47% 74.77% 75.12%
MSUIL_V 77.57% 77.42% 82.76% 80.00%
MNA_V 78.97% 78.18% 80.37% 79.26%
ACTIVER 89.72% 91.23% 89.66% 90.43%
AHG-Net 91.59% 92.98% 91.38% 92.17%

posts (i.e., images) according to the user IDs provided by the original
dataset. In particular, we employed Twitter API3 and Foursquare
API4 to collect user’s most recent 50 images from Twitter and
Foursquare, respectively. Ultimately, we obtained 33,454 visual posts
from Twitter, while 28,567 visual posts from Foursquare. Table 1
shows the statistics of our dataset.

4.2 Experiment Setting
Firstly, we divided the positive user account pairs into three chunks:
80% for training, 10% for validation, and 10% for testing. Then
for each positive pair (𝑢𝑖1, 𝑢

𝑖+
2 ), we randomly sampled a negative

user 𝑢𝑖−2 on 𝑂2 to constitute a training triplet. We selected the
following common evaluation metrics: Accuracy, Precision, Recall,
and F1-score, to evaluate our proposed scheme. For optimization,
we utilized the Adaptive Moment Estimation (Adam) Optimizer,
and adopted the grid search strategy to get the optimal values for
hyper-parameters. The learning rate, the number of filters (i.e., 𝐾 ),
and the batch size were searched in ranges of [0.00001, 0.0001, 0.001,
0.01, 0.1], [64, 128, 512, 1024], and [16, 32, 64, 128], respectively.
Moreover, we fine-tuned the proposed AHG-Net based on the
training and validation dataset with 200 epochs, and reported the
model performance on the testing dataset. All the experiments were
conducted on a server equipped with 32 Cores Intel (R) Xeon (R)
CPU E5-2620 v4 2.10GHz and four TITAN Xp GPUs.

4.3 On Model Comparison (RQ1)
To verify the effectiveness of our AHG-Net, we chose the following
state-of-the-art methods on user identity linkage as baselines.

• DPLink [10] resorts to the user’s check-in posts to
tackle the user identity linkage task, where the spatial
one-hot representation and corresponding temporal one-hot
representation was concatenated as the check-in post
representation, and the recurrent network was used to derive
the user representation from the check-in post sequence.

• MV_URL [38] captures the multi-view representation of the
user by constructing heterogeneous graphs (e.g., User-User
graph and User-Word graph) based on the user’s textual
posts and social connections.

• DLHD [12] first measures the modality similarities, i.e.,
textual and social similarity, between two user accounts
on different platforms with MLPs, and then aggregates them
with a MLP to derive the final user similarity score.

3https://developer.twitter.com/en/docs/twitter-api.
4https://developer.foursquare.com/.
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Figure 3: Illustration of the positive user pair that is
correctly judged by AHG-Net. “Text”, “Image”, “Check”, and
“Social” refer to textual posts, visual posts, check-in posts,
and social connection, respectively.

• MSUIL_V [19] employs an encoder and decoder to project
the representation from one platform into another platform,
where the user’s textual, visual, check-in and social posts are
simultaneously explored. Thereafter, for each platform, it
further sets a discriminator to distinguish whether the given
vector is original or projected.

• MNA_V, derived from [17], utilizes five hand-crafted
heterogeneous features, including textual, visual, temporal,
spatial and social features to characterize each user, and
employs SVM to fulfil the user identity linkage.

• ACTIVER [31] treats the user pair as a whole and learns
the pair representation based on a series of pre-defined meta
diagrams, where the users’ textual, temporal, spatial, and
social modalities are jointly utilized. Ultimately, the user
similarity is accessed by the learned pair representation.

• ACTIVER_V is an extension of ACTIVER, where visual
posts are also added into the pre-defined meta diagrams via
histogram features [27] following [31] .

Table 2 shows the performance comparison among different
methods with respect to different evaluation metrics. From this
table, we can draw the following observations: 1) AHG-Net
consistently surpasses all the baselines, exhibiting the effectiveness
of the proposed network. This may be attributed to the fact
that AHG-Net is able to capture the hybrid user representation
from both intra-user and inter-user perspectives and alleviate
the semantic gap problem between different social platforms.
2) AHG-Net, ACTIVER, MNA_V, MSUIL_V and ACTIVER_V
outperform DLHD and MV_URL, which indicates the advantage of
simultaneously incorporating heterogeneous multi-modal posts in
the user characterization. 3) DPLink gets the worst performance
compared to other methods. This may be due to the fact that
DPLink focuses on the single type of user information, i.e., the
check-in posts, while overlooks other multi-modal posts and social
connections, which limits its representation capability for the user.
4) AHG-Net exceeds MNA_V, MSUIL_V and ACTIVER_V, which
confirms the benefit of exploiting complicated relations hidden in
heterogeneous posts and social connections. And 5) we found that
ACTIVER shows superiority over ACTIVER_V, which reflects that
simply integrating the visual posts may bring noise to the user
representation and thus hurt the performance.

Table 3: Performance comparison between AHG-Net and its
derivatives.

Models Accuracy Precision Recall F1-score
AHG-Net-w/o-inter 59.81% 65.31% 55.17% 59.81%
AHG-Net-w/o-interG 90.65% 92.86% 89.66% 91.23%
AHG-Net-w/o-intra 89.72% 91.23% 89.66% 90.43%
AHG-Net-w/o-intraG 88.79% 91.07% 87.93% 89.47%
AHG-Net-w/o-A 88.79% 92.59% 86.21% 89.29%
AHG-Net 91.59% 92.98% 91.38% 92.17%

To intuitively show the effectiveness of our AHG-Net, we
sampled a positive testing user account pair that ourmodel correctly
classified as the same user identity. Due to the space limit, we only
show the meaningful posts and social connections in Figure 3. As
can be seen, the same user identity does share similar multi-modal
cues and social connections on different social platforms.

4.4 On Ablation Study (RQ2)
To get a thorough understanding of our proposed model,
we compared AHG-Net with the following five derivations.
1) AHG-Net-w/o-inter. We disabled the inter-user representation
learning. 2) AHG-Net-w/o-interG. We kept the inter-user
representation learning, but removed its attention mechanism in
the information aggregation by allocating the same confidence for
all connections of the user. 3) AHG-Net-w/o-intra. We discarded
the intra-user representation learning. 4) AHG-Net-w/o-intraG.
We retained the intra-user representation learning, but replaced
the GCN with an average pooling over the user’s multi-modal
representations (i.e., c, v, t). And 5)AHG-Net-w/o-A.We removed
the semantic discriminator from AHG-Net.

Table 3 illustrates the performance comparison between our
AHG-Net and its derivatives. Firstly, as can be seen, AHG-Net
outperforms both AHG-Net-w/o-inter and AHG-Net-w/o-intra,
demonstrating that removing either the inter-user or the intra-user
representation learning will hurt the performance of AHG-Net
to some extent. The rationale behind is that the intra-user
representation learning can capture the semantic relations among
users’ heterogeneous multi-modal posts, while the inter-user
representation learning is able to distinguish the informative
followees, both benefiting the final user representation learning.
Secondly, we found that AHG-Net-w/o-intra performs better than

(a) Twitter. (b) Foursquare.

Figure 4: Visualization of the semantic adjacent matrix in
the intra-user representation learning.
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Figure 5: Illustration of different confidences over different followees.

AHG-Net-w/o-inter, indicating that the inter-user representation
learning contributes more to the user characterization, as compared
with the intra-user representation learning. This suggests that social
connections, especially the followee relations, are more reliable
than one’s social posts in terms of the user representation. Thirdly,
it is surprising that AHG-Net-w/o-intra somehow outperforms
AHG-Net-w/o-intraG. One possible explanation is that directly
combining the representations of multi-modal posts can fuse noisy
user representation from the least reliable modality, where the
user’s data may be insufficient to support the user representation
learning. This also confirms that it is essential to capture the
semantic relations among users’ heterogeneous multi-modal posts
and achieve the optimal user representation. Fourthly, we observed
that AHG-Net surpasses AHG-Net-w/o-interG, which implies
the advantage of adaptively integrating the social connection
representations to learn the user representation. Last but not least,
AHG-Net shows superiority over AHG-Net-w/o-A, demonstrating
the crucial importance of the semantic discriminator towards the
user identity linkage.

To obtain deeper insights on the intra-user representation
learning, we randomly sampled 50 testing users on each social
media platform, and exhibited their learned semantic adjacent
matrices in Eqn. (5), as shown in Figure 4. The lighter the color

1
1u

2
1u

2
2u1

2u

(a) AHG-Net.

1
1u

1
2u

2
2u

2
1u

(b) AHG-Net-w/o-A.

Figure 6: Visualization of the user representation dis-
tribution on Twitter and Foursquare by AHG-Net and
AHG-Net-w/o-A. The red points represent the user repre-
sentations on Twitter, and the blue ones refer to that on
Foursquare. (𝑢11, 𝑢

1+
2 ) and (𝑢21, 𝑢

2+
2 ) are positive user pairs.

is, the higher the semantic similarity between the two modalities.
Each line corresponds to one user’s semantic similarities among
different modalities. As can be seen from Figure 4, there do exist
distinguished semantic similarities among different modalities. In
particular, we observed that the semantic similarity between textual
and check-in modalities is consistently the weakest one, while that
between the visual and the check-in modalities is consistently the
most prominent one on both platforms. This may be due to the fact
that images are more likely to be posted with check-in tags and
textual descriptions.

To intuitively show the effectiveness of our inter-user rep-
resentation learning, we also performed the case study on the
followee confidence assignment with a testing user and his/her
two followees, as shown in Figure 5. Due to the limited space,
we only provided several textual and visual posts of the user. As
we can see, towards the user representation learning, AHG-Net
assigned the higher confidence to the followee2, as compared to
the followee1. Checking the user’s historical posts, we learned that
the given user is a music producer and always shares his music
life. Meanwhile, we found that the followee1 likes to broadcast
news, while the followee2 is a singer who often posts her daily life
and music production. In light of this, the confidence assignment
of our model regarding these two followees for the given user is
reasonable. This suggests that our model is able to learn the latent
similarity between users.

To intuitively reflect the effectiveness of the semantic discrim-
inator, we visualized the learned user representations on both
platforms by AHG-Net and AHG-Net-w/o-A with the help of
tSNE [29] in Figure 6. The red points denote the user representations
on Twitter, and the blue ones refer to that on Foursquare.
(𝑢11, 𝑢

1+
2 ) and (𝑢21, 𝑢

2+
2 ) are positive user pairs. As we can see, user

representations on different platforms achieved by AHG-Net are
more uniformly distributed and less distinguishable from each
other, as compared to that obtained by AHG-Net-w/o-A. On one
hand, this confirms that the semantic gap problem does exist and
the adversarial learning can well fix it. On the other hand, this
implies that with adversarial learning, AHG-Net is able to push
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Table 4: Performance of AHG-Net with different modality
configurations.

Models Accuracy Precision Recall F1-score
AHG-Net-w/o-Text 86.92% 89.29% 86.21% 87.72%
AHG-Net-w/o-Image 90.65% 92.86% 89.66% 91.23%
AHG-Net-w/o-Check 88.79% 91.07% 87.93% 89.47%
AHG-Net-w/o-Social 59.81% 65.31% 55.17% 59.81%
AHG-Net 91.59% 92.98% 91.38% 92.17%

the representations of the same user identity on different social
platforms to be similar, such as (𝑢11, 𝑢

1+
2 ) and (𝑢21, 𝑢

2+
2 ).

4.5 On Modality (RQ3)
To explore the roles of different modalities about characterizing
the user, we conducted the comparative experiment with the fol-
lowing derivatives: AHG-Net-w/o-Text, AHG-Net-w/o-Image,
AHG-Net-w/o-Check,AHG-Net-w/o-Social, where textual posts,
visual posts, check-in posts and social connections are removed,
respectively. Notably, since discarding the users’ social connec-
tion inevitably disables the inter-user representation learning,
AHG-Net-w/o-Social is essentially the same asAHG-Net-w/o-Inter,
which has been mentioned in the ablation study.

Table 4 summarizes the performance of AHG-Net with different
modality configurations. From Table 4, we had the following
observations. Firstly, removing any type of posts or the social
connections would inevitably hurt the performance of AHG-Net,
which validates the necessity of incorporating both heterogeneous
multi-modal posts and social connections in the context of
user identity linkage. In a sense, this illustrates that different
modality posts can convey distinguished cues and complement
each other towards the user characterization. Secondly, we
observed that AHG-Net-w/o-Social obtains the worst performance,
which suggests the dominant role of the social connection
in the user identity linkage. Thirdly, AHG-Net-w/o-Image and
AHG-Net-w/o-Check show superiority over AHG-Net-w/o-Text,
indicating the effectiveness of the image modality and check-in
modality are limited as compared to the textual modality. The
possible reason may be two folds. 1) People tend to post similar
textual posts on different social platforms, as compared to visual
posts and check-in posts. In fact, people usually prefer to post
check-ins and images on Foursquare rather than Twitter. And 2)
the textual posts are more straightforward to characterize the user,
while the image contents and check-in posts are relatively implicit
towards the user identity linkage.

4.6 On Missing Data (RQ4)
Due to the concern that not every user is attached to the completed
modality information, we further investigated the effectiveness of
our model with incomplete dataset, that is, some modalities can be

Table 5: Statistics of TWFQ-M.

Category Twitter Foursquare Total Number
#User 4,014 4,505 8,519
#Textual Post 4,097,233 31,702 4,128,935
#Visual Post 52,359 42,495 94,854
#Check-in Post 292,254 25,799 318,053
#Social Connection 94,288 44,723 139,011

Table 6: Performance comparison among different methods
in the condition of missing data.

Models Accuracy Precision Recall F1-score
DPLink-M - - - -
MV_URL-M 56.68% 62.86% 54.55% 58.41%
DLHD-M 57.14% 60.94% 64.46% 62.65%
MNA_V-M 70.51% 79.47% 55.30% 65.22%
ACTIVER_V-M 76.50% 80.10% 70.51% 75.00%
MSUIL_V-M 82.03% 85.96% 80.99% 83.40%
ACTIVER-M 83.18% 83.33% 82.95% 83.14%
AHG-Net-M 88.02% 90.60% 87.60% 89.08%

missing for some users. In particular, to guarantee the network
integrity, we retained those users who have at least the social
connections as well as one type of multi-modal post. In this way,
we obtained another dataset, named TWFQ-M, with 2,175 positive
user pairs. Table 5 refers to the statistics of TWFQ-M. To deal with
TWFQ-M, we adapted the proposed AHG-Net into AHG-Net-M
by masking the corresponding network structures in the user
representation extraction, and utilizing the user representation
learning zero padding.

Table 6 shows the performance comparison betweenAHG-Net-M
and baselines. Notably, DPLink-M is not adopted for comparison,
since it only utilizes the check-in posts, which cannot support
user identity linkage with missing data. As can be seen, our
AHG-Net-M outperforms all baselines, validating the effectiveness
of AHG-Net-M in the cases where users’ data is incomplete.

5 CONCLUSION
In this paper, we investigate the user identity linkage task based on
heterogeneous multi-modal posts as well as social connections. In
particular, we propose a novel adversarial-enhanced hybrid graph
network for user identity linkage, named AHG-Net, which consists
of three pivotal components: user representation extraction, hybrid
user representation learning, and adversarial learning. To promote
the evaluation, we build a multi-modal dataset by augmenting
the existing public dataset with 62,021 visual posts. Extensive
experiments on this dataset validate the effectiveness of the
proposed AHG-Net. Interestingly, we observe that the intra-user
representation learning and the inter-user representation learning
are conducive to the user characterization, and they can further
complement each other. Besides, the semantic gap problem caused
by different data distributions of social media platforms does
exist in the context of user identity linkage and should be
taken into account. In addition, incorporating both heterogeneous
multi-modal posts (i.e., textual, visual, and check-in) and social
connection in user characterization can facilitate the conduction
of user identity linkage. We have released the dataset, codes, and
parameters to facilitate other researchers. Currently, we center
on the supervised user identity linkage, which needs a lot of
annotations. In the future, we plan to explore the unsupervised
user identity linkage.
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